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Introduction
In recent years, the emerging use of machine learn-
ing (ML) classification techniques in headache research 
has led to promising new understandings about differ-
ent migraine types and subtypes [1]. ML is a branch of 
artificial intelligence focused on implementing compu-
tational algorithms that enable the recognition of pat-
terns and relationships within data, achieving improved 
performance through learning and adaptation based 
on experience [2]. Unlike traditional statistical meth-
ods, ML emphasizes pattern recognition and predictive 
modeling through algorithms uncovering novel insights 
from intricate datasets [3]. ML comprises a range of task 
types, including classification, regression, clustering, 
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Abstract
The integration of machine learning (ML) classification techniques into migraine research has offered new 
insights into the pathophysiology and classification of migraine types and subtypes. However, inconsistencies in 
study design, lack of methodological transparency, and the absence of external validation limit the impact and 
reproducibility of such studies. This paper presents a framework of six essential recommendations for evaluating 
ML-based classification in migraine research: (1) group homogenization by clinical phenotype, attack frequency, 
comorbidity, therapy, and demographics; (2) defining adequate sample size; (3) quality control of collected and 
preprocessed data; (4) transparent training, testing, and performance evaluation of ML models, including strategies 
for data splitting, overfitting control, and feature selection; (5) interpretability of results with clinical relevance; and 
(6) open data and code sharing to facilitate reproducibility. These recommendations aim to balance the trade-off 
between model generalization and precision while encouraging collaborative standardization across the ML and 
headache communities. Furthermore, this framework intends to stimulate discussion toward forming a consortium 
to establish definitive guidelines for ML-based classification research in migraine field.
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and others, each fulfilling specific roles and applications 
in data analysis. Classification is an ML method used to 
categorize input data into predefined classes, aiming to 
train a model that effectively distinguishes between these 
classes based on input features [3]. However, it has been 
demonstrated that the outcomes of ML-based systems 
can be subject to systematic errors in their ability to clas-
sify subgroups of patients if there are no strategies for 
mitigating bias in ML research [4].

Moreover, published research papers in the migraine/
ML field lack consistency in study design and external 
validation of presented ML models, which can misrep-
resent model accuracy and real-world applicability. This 
is no surprise because there are no recommendations 
regarding the design of these studies or the criteria for 
evaluating the quality of research articles dealing with 
ML classification in the migraine field. Herewith, this 
work aims to outline recommended criteria for evaluat-
ing the quality of those research papers.

The recommendations are broken down into six cat-
egories (Fig.  1) and classified as obligatory (must be 

included) or preferably (strongly suggested but optional) 
using a unanimous decision-making approach among all 
authors.

Homogenized† group and/or subgroups according 
to
Clinical phenotypes
 [5] (migraine without aura; migraine with only visual 
aura; migraine with somatosensory and dysphasic aura 
[with or without visual symptoms]; hemiplegic migraine; 
vestibular migraine, etc.).

 	• Recommendations: Migraine without aura and 
migraine with aura should be differentiated into 
separate groups (obligatory); Differentiation into 
subgroups according to their deep profiled clinical 
phenotypes like migraine with typical aura with and 
without somatosensory and dysphasic aura, migraine 
with and without ictal or interictal allodynia [6], etc. 
(preferably).

Fig. 1  Diagram of quality assessment recommendations for machine learning classification studies in migraine
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 	• Comment: The headache expert consortium should 
propose guidelines on what should be considered 
as a primary group versus a subgroup in ML 
classification studies within migraine research.

Attack frequency

 	• Recommendations: Episodic and chronic migraine 
[7] should be differentiated into separate groups 
(obligatory); Episodic with low frequency (up to 
7 days with headache/month), episodic with high 
frequency (from 8 to 14 days with headache/month), 
and chronic migraine, distinguishing in with and 
without medication overuse, should be differentiated 
into separate subgroups [8] (preferably).

* Patients must be differentiated into active (at least 1 
migraine attack in the last year before collecting data for 
the study) and inactive disease states when included in 
studies [9].

Comorbidity

 	• Recommendations: Differentiate patients without 
comorbidity (without neurological, cardiovascular, 
metabolic, and any other central and systemic 
conditions, including other types of primary and 
secondary headache) and patients with comorbidity 
[10] (obligatory).

Therapy (acute and preventive)
Recommendations: Differentiate patients into groups 
according to ongoing stable (at least 3 months) preven-
tive treatments (any treatment with potential effect in 
migraine prophylaxis should be considered, regardless 
of the indication) [11] or not (obligatory); Differentiate 
patients into triptans super respondent, triptans respon-
dent, and triptans no respondent (preferably) [12]; Dif-
ferentiate patients in previous failed preventive treatment 
(naïve, 1–2 and ≥ 3) (preferably).

Demographic data

 	• Recommendations: Train and validate machine 
learning models on separate groups according to 
sex (male and female) and age (< 18, 18 to 65, > 65) 
(preferably).

 	• Comment: Consortium should propose a range of 
ages for subgroups.

† Homogenization of migraine patients into groups and 
subgroups is a challenging process that can lead to a loss 
of the model’s generalization capability on the one hand 
and a reduction in the number of patients in the cohort 

on the other hand. However, not taking all these het-
erogeneities into account will prevent a better under-
standing of complex pathophysiological mechanisms in 
various migraine subtypes and slow down the progress 
toward precision medicine in migraine treatment. There-
fore, most of the recommendations in this category are 
marked as “preferably” and expert consensus in migraine 
and ML fields is needed. In our opinion, both ML training 
model approaches are needed, the ML model trained on 
large migraine general cohorts consisting of several clini-
cal phenotypes and demographic backgrounds, as well as 
the ML model trained on highly homogenized migraine 
cohorts, to advance our knowledge in migraine multi-
faced pathophysiology and achieve precision medicine 
at the early stage of treatment [13]. In addition, it would 
be beneficial to include methods for managing hetero-
geneous data, such as data integration and batch effect 
correction techniques (e.g., ENIGMA toolbox that pro-
vides standardization and harmonization techniques for 
multi-site neuroimaging-genetic studies; harmonization 
via generalized additive models which can model scanner 
or site effects and adjust data while preserving biological 
variability; etc.) [14, 15], to enhance model applicability 
and generalizability.

Number of patients per group/subgroup – 
sufficient dataset

 	• Recommendations: Sample size should meet the 
criteria for a confidence level of 95% [16] for the 
investigated group relative to the training sample 
(obligatory); Sample size should meet the criteria 
for a confidence level of 95% for the investigated 
subgroup relative to the training sample (preferably).

 	• Comment: Consortium should propose sample sizes 
for groups and subgroups, bearing in mind that 
calculation should be based on ML classification 
accuracy, the types of collected data, and balancing 
sample sizes of groups/subgroups included in the 
classification task.

Enhancing data quality through data 
preprocessing techniques
Measurement or labeling of collected data

 	• Recommendations: Measurement or labeling of 
collected data should be highly reliable and comply 
with recommended standards for the chosen 
technique (obligatory).

 	• Comment: The consortium should propose 
validation strategies relevant to specific techniques, 
such as neuroimaging and electrophysiological 
modalities, as well as biomedical data. Considering 
that it is not one measure but rather several 
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measures, and in most cases, they are not clearly 
defined, the consortium should recognize and 
minimize a bias of bad-quality data. Ultimately, a 
more significant multi-institutional collaborative 
effort is needed to establish and implement standards 
for data acquisition methods, ensuring that research 
results are interoperable and reliable for integration 
across different practice environments.

Missing data

 	• Recommendations: Collected data should not have 
missing data, or it should be clearly stated how 
missing data was handled (such as the exclusion of 
variables, imputing them using machine learning, 
or treating missing values as a separate category) 
(preferably).

Outliers

 	• Recommendations: When handling outliers, the 
rationale for either including or removing them 
should be transparently stated to prevent introducing 
artificial results (obligatory); Outliers may represent 
natural variations of the collected data and removing 
them might reduce the model’s ability to generalize. 
However, if they come from a different distribution, 
it might be better to treat them separately 
(preferably).

 	• Comment: Consortium should propose guidelines 
on what should be defined as outliers in biomedical, 
neuroimaging, and electrophysiological data 
collected from migraine patients.

Feature selection
Recommendations: A detailed description of the steps 
for transforming raw data into features, as well as the 
techniques performed to reduce the dimensionality of 
the data, should be provided (obligatory); Approaches to 
exclude/select features from a dataset should be clearly 
described to improve transparency. Special attention 
should be paid to selecting features that could improve 
the results of the ML because they are a priori highly sug-
gestive of one group/subgroup (i.e., if we build an ML 
to recognize the patients with migraine from healthy 
controls with some neurophysiological variables and 
add among the selected features the number of attacks/
months or the Migraine disability assessment test score 
(MIDAS), the model will overperform not due to its abil-
ity to recognize neurophysiological variables per se but 
because some of the features are a priori highly sugges-
tive of migraine, then resulting in a bias) (obligatory); 
Furthermore, methods to optimize feature selection (e.g., 
filter methods, wrapper methods, embedded methods, 

dimensionality reduction techniques, stability selec-
tion, etc.), with a particular focus on reducing informa-
tion loss and preventing overfitting, should be included 
in the study design [17, 18] (preferably); Furthermore, the 
selection of relevant features should be based on plau-
sible biological hypotheses/evidence, experts knowledge 
and supported by literature (obligatory); When available, 
guidelines for data preprocessing standardization pro-
cesses published by specific consortiums for neuroimag-
ing, electrophysiological, and/or biomedical data should 
be followed [14, 19, 20] (obligatory).

Training and testing data
Data splitting

 	• Recommendations: The dataset should be split into 
training, validation and testing sets, and the ratio of 
the division clearly reported (obligatory).

* A common practice is to allocate 70% of the data for 
training, 15% for validation, and 15% for testing [21]. If 
alternative ratios are chosen, an explanation should be 
provided. Proper data splitting is crucial for developing 
a robust model (training set), fine-tuning model param-
eters (validation set), and getting an unbiased estimate of 
model performance (testing set). Furthermore, the use of 
stratified shuffle split is advised to ensure a proportional 
representation of categories within each subset of data; 
afterward, such a dataset could be evaluated using K-fold 
cross-validation.

Model selection
Recommendations: The criteria used for model selection 
should be clearly described. This might include the data 
characteristics, problem domain, and prior performance 
metrics (preferably).

Model finetuning
Recommendations: Model fine-tuning entails adjust-
ing the model parameters to enhance its performance, 
often through hyperparameter selection. If hyperparam-
eter tuning is implemented, the methodology should be 
clearly described (preferably).

* Initial boundaries for hyperparameters should be 
established through a trial-and-error approach. Sub-
sequently, metaheuristic (e.g., genetic algorithms) or 
Bayesian methods may be employed to identify optimal 
hyperparameter values [22]. It should be noted that, 
according to the no free lunch theorem, a universal ML 
approach applicable to all datasets does not exist, there-
fore hyper-parameters’ optimization is necessary and 
metaheuristics proved to be very efficient in solving this 
non-deterministic polynomial hard task.
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Overfitting
Recommendations: Methods used to control overfitting 
should be clearly described, such as regularization tech-
niques and model simplification strategies (preferably).

* Overfitting is a common challenge in machine learn-
ing where a model learns noise instead of underlying pat-
terns, leading to poor performance on unseen data [23]. 
To mitigate overfitting, it is recommended to use regu-
larization techniques such as L1 and L2, which add pen-
alties to the model’s complexity, and to implement early 
stopping, which halts training when validation perfor-
mance declines. Adopting simpler models, utilizing data 
augmentation to increase training data diversity, and 
employing cross-validation methods like K-fold are also 
beneficial strategies. Continuous monitoring and evalua-
tion of model performance on external datasets further 
help assess generalizability and reduce overfitting risks. 
By combining these approaches, more robust and reliable 
machine learning models can be developed. In case some 
of the mentioned techniques were used, it is necessary to 
state and explain the implementation procedure.

Model performance evaluation
Recommendations: Reporting accuracy and confusion 
matrices for all the datasets (training, validation and test) 
(obligatory); Reporting the area under the curve (AUC) 
of the Receiver Operating Characteristic (ROC) curve, F1 
score, sensitivity, and specificity (preferably).

* Authors should clearly articulate the accuracy of the 
model and contextualize this value within the specific 
clinical or research setting [24]. A discussion should 
include how accuracy relates to the overall effectiveness 
of the model and the potential implications of its limita-
tions, especially in scenarios involving imbalanced datas-
ets. The confusion matrix should be leveraged to provide 
insights into the model’s performance across different 
classes. Authors are encouraged to analyze the values 
within the confusion matrix, focusing on true positives, 
false positives, true negatives, and false negatives. By 
interpreting these results, authors can identify specific 
strengths and weaknesses of the model, particularly how 
it may impact clinical decision-making. In discussing the 
F1-score, authors should focus on the balance between 
precision and recall, exploring how the obtained value 
reflects the model’s reliability. Insights into what the 
F1-score indicates about the model’s performance should 
be provided, helping readers understand its relevance 
in practical applications. Precision and recall should 
also be highlighted, with authors discussing the values 
obtained for these metrics and their implications for 
identifying positive cases. An exploration of the trade-
offs between these two metrics can enhance understand-
ing of the model’s performance, particularly in critical 
scenarios where both false positives and false negatives 

are significant concerns. The AUC is another vital aspect 
that should be discussed in terms of its implications for 
model discrimination. Authors should examine the AUC 
value and its relevance in assessing how well the model 
can differentiate between classes, emphasizing its role as 
a complementary metric to accuracy. Lastly, the discus-
sion of the ROC curve and its AUC should emphasize the 
insights these tools provide regarding the model’s sensi-
tivity and specificity. Authors should interpret the ROC 
curve concerning the obtained values, discussing what 
these results suggest about the model’s practical utility.

External validation
Recommendations: In ML investigations, model valida-
tion across new clinical settings is crucial. Many of ML’s 
biggest issues involve ‘overfitting’, where a model prop-
erly explains a training data set but fails to generalize. 
Showing that a model works in another patient cohort 
in the same healthcare system is important, but showing 
it works in a different setting is preferable. Replication is 
just the start of a protracted validation and dissemination 
process that depends on decades of diagnostics develop-
ment experience [25–27] (preferably).

Feature importance
Recommendations: It is recommended that feature 
importance metrics be clearly presented and interpreted 
to enhance the transparency and interpretability of the 
model (preferably).

* Common methods for assessing feature importance 
include permutation importance, Gini importance, or 
Mean Decrease Impurity [28]. Understanding feature 
importance is crucial for identifying key predictors, guid-
ing feature selection, and uncovering potential biomark-
ers or insights that can inform clinical decision-making. 
Additionally, presenting visualizations of feature impor-
tance, such as bar plots, can facilitate better understand-
ing and aid in the interpretation of model predictions. 
Finally, ML models need to produce transparent expla-
nations to effectively manage the benefits of ML meth-
odology and allow the discovery of biomarkers and new 
predictors.

Interpretability of results
Interpretation
Recommendations: To enhance clinical applicability, the 
results should be interpreted in terms of their clinical rel-
evance. Additionally, the most significant features should 
be analysed in relation to their corresponding underlying 
pathological changes and compared with relevant litera-
ture. Finally, the impact of these features on the discovery 
of new biomarkers should be discussed and address how 
findings could improve clinical practice (obligatory).
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* Regardless of the ML methods employed during 
analysis, results should be interpreted clinically and in 
the context of the evaluation metrics defined in the study 
design. Moreover, high-impact features (e.g., key defining 
clinical features) should be presented in a summary along 
with a narrative rationale for focusing on these variables 
[29].

Future perspective
Recommendations: When study results are interpreted, 
future perspective should be offered. This could include 
plans for external validation using datasets from different 
centers or proposing new methodologies to enhance the 
explanation of results and validate feature importance. 
These approaches illuminate the next step toward a bet-
ter understanding of migraine pathophysiology and may 
aid in discovering biomarkers for specific migraine sub-
types (preferably).

Limitations
Recommendations: Limitations of the study should be 
recognized and discussed, such as reporting any unex-
plained model behaviors (preferably).

Data and code availability
Data Availability
Recommendations: The dataset should be made available 
upon request using data use agreements under clearly 
defined privacy rules (respecting general data protection 
regulation (GDPR)) approved by ethical oversight bodies 
[30] (obligatory); Anonymized data should be shared on 
the platform respecting FAIR principles (a set of guide-
lines for data management designed to make scientific 
data more Findable, Accessible, Interoperable, and Reus-
able) and protocols to secure patient information while 
allowing researchers to access valuable datasets [31, 32] 
(preferably).

Code Availability
Recommendations: Code should be shared on the plat-
form or as a supplementary document (obligatory).

The above-proposed recommendations are only our 
reflection on this highly actual and important topic, 
born from our personal experience and profound study 
of existing literature. We hope this letter will echo in the 
headache and ML community and stimulate further dis-
cussions, which will lead to the formation of a consor-
tium and definitive recommendations.
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